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Abstract— Data mining and intelligent agents have emerged as 
two fields with immense potential for research. Every 
intelligent agent is self-sufficient, acting independently within 
its boundary while collaborating with other agents to perform 
the assigned task efficiently. The ability of agents to learn from 
their experience complements the data mining process. Agent 
mining helps to overcome the challenges faced by data mining 
in a distributed heterogeneous environment. Recently, a lot of 
research has been conducted on the role of agents in the data 
mining. The paper focuses on the existing multi-agent data 
mining system architectures and the roles of agents in them. 
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I. INTRODUCTION 

We are living in the data age. With huge amounts of data 
being produced around the world everyday, comes the need 
to deal with it efficiently in order to extract useful 
information from it. Since the data comes from a diverse 
range of sources, including social networking sites, supply 
chains and government databases; it is usually unstructured 
following no particular format or layout. Hence, we need to 
process the incoming data to find useful information in it. 
Data mining is the process used wherein intelligent methods 
to extract interesting data patterns and knowledge from 
large amounts of data [1]. However, the rate at which data 
is produced is very high, and we need efficient methods of 
mining to keep abreast with it. To ensure higher 
performance, we use the concept of agents to support the 
data mining process known as agent mining. The 
distributed nature of agent mining brings several 
advantages to data mining such as autonomy, scalability, 
reliability, security, interactivity and high speed [2]. Agents 
can be used to automate the various tasks like data selection, 
data cleansing, and data pre-processing, to perform 
classification, clustering and knowledge representation. As 
an emerging area, a lot of research can be performed in this 
field. The main areas of research include agent-based data 
warehouse, agents for information retrieval, agents for 
distributed and parallel learning, information gathering 
agents and mobile agents for distributed data mining [3].  

    In this paper, section II describes the concept of an agent, 
while section III explains agent mining. Along with the 
above, section IV of this paper describes the concepts of 
multi-agent systems and section V describes the existing 
multi-agent data mining systems, each benefitting the data 
mining process in its own way. Finally, the section VI 
provides the conclusion. 

II. AGENT

    An agent is as a software program that is used to perform 
a specific task on behalf of another entity i.e. an individual 
or another program.  

Definition by Stuart J. Russel and Peter Norvig, 

An intelligent agent is defined as anything that can be 
viewed as perceiving its environment through sensors and 
acting upon that environment through actuators [4].  

Definition by N. R. Jennings and M. Wooldridge, 

It is a computer system that is capable of flexible 
autonomous action in order to meet its design objectives. 
By flexible, we mean that the system must be:  

1) Proactive: Agents should not simply act in response
to their environment; they should be able to exhibit
opportunistic, goal-oriented behaviour and take the
initiative when required rather than respond to it
after it has occurred.

2) Reactive: Agents should perceive their environment
and respond in a timely fashion to the changes that
occur in it i.e. act in a response to a stimulus.

3) Social: Agents should be able to interact, when they
deem appropriate, with other agents and humans in
order to complete their own problem solving and to
help others with their activities [5].

Apart from the properties states above, an agent can also be: 

1) Mobile: An agent is mobile if it has the ability to
move from one node to another node.

2) Adaptable: An agent is adaptable if it can adjust
intelligibly to changes in environment.

3) Rationality: An agent performs its function to
achieve its goal and must not act in a way that will
prevent it from achieving its goal.

III. AGENT MINING

    Data mining is a multidisciplinary process of discovering 
interesting patterns in large data sets in order to assist the 
decision making process. Agent mining refers to the 
application of autonomous intelligent agents in the field of 
data mining in order to support and enhance the knowledge 
discovery and decision making process while providing 
high performance and scalability. Due to their autonomous, 
flexible, mobile, adaptable and rational nature, agents are an 
excellent choice for parallel, multisource, distributed 
mining. Fig. 1 shows agent mining as a two way process. It 
consists of agent driven data mining as well as data mining 
for agents. In agent driven data mining, for instance, agents 
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can be used for data selection, data integration, data pre-
processing, classification, clustering, association rules 
mining as well as knowledge presentation. In data mining 
for agents, data mining is used to extract knowledge from 
large datasets in the form of decision trees or data induces 
rules, which provide logic for the intelligent agents. For 
instance, consider an enterprise resource planning system 
that maintains a log of all decisions and actions taken by a 
company. Using data mining, the developer can identify, 
code and encapsulate the logic behind these decisions and 
actions into agents that are robust and trustworthy enough 
to replace the human decision making process.  

 
Fig. 1  Agent mining, a two way process 

    The agent-data mining collaboration may occur and can 
be analysed in a number of diverse dimensions: 
 Resource dimension at data, information, and 

knowledge levels. 
 Infrastructure dimension at infrastructure, 

architecture, and process levels. 
 Learning dimension at learning methods, learning 

capabilities, and performance levels. 
 Interaction dimension for coordination, cooperation, 

negotiation, and communication. 
 Social dimension in social and organizational factors-

for instance, in human roles. 
 Performance dimension in the performance 

enhancement of one end of the coupled system.  
 Interface dimension at the human-system interface, 

user modeling and interface design level. 
 Application dimension in applications and domain 

problems [6].  
    The integration of data mining and agents provides us 
with benefits concerning performance and simplicity, which 
paves the path for the use of more intelligent and 
complicated agent systems in order to attain more advanced 
goals.  Data mining requires highly trained professionals to 
perform the multistep process from accessing and preparing 
data to presenting valuable knowledge to decision makers 
or executives. Agent mining provides for the automation of 
the mining steps enabling non-experts to use the system 
while assisting the work of experts too. Apart from 
providing high performance, the data mining process 
supported by agents helps to increase the quality of 
knowledge obtained, simplify the process of identifying 
patterns from huge data volumes as well as help in take 
good decisions in real time [7].   

IV. MULTI-AGENT SYSTEMS 
    The limitations of agent based technology is that there is 
a loose coupling between the agents achieved by 
introducing standardized high level agent communication 

languages (ACLs, e.g. FIPA-ACL) and interaction 
protocols. (The low level languages are used in traditional 
distributed computing) these high level languages try to 
capture the shared meaning of the messages sent. This 
results in interoperability among the heterogeneous systems. 
Thus large-scale multi-agent systems can be built for use in 
the real [8]. Multi-agents can solve complex issues 
effectively; such issues would have been too large for a 
single agent to solve. Agents can provide information as 
and when it is required and can handle the knowledge 
independently. They can be used in both distributed and 
local data mining. The multi agents thus have a high 
applicability since the data from different sources is 
different.  
    In a multi-agent system, there is a set of agents that work 
in their own sphere of influence, since the agents control 
different parts of the environment. If their spheres overlap, 
it may cause dependencies between the agents. The two 
principles on which the multi agents work are a high 
collaboration between the agents and a high degree of 
parallelism. The multi agents systems can be thus used 
when we have a complex problem to deal with, which can 
be broken down into sub parts, when a parallel approach 
will help save time, when a certain degree of redundancy is 
required and when the data comes from various sources and 
the data, controls, resources are all distributes across 
various system nodes [2].  

V. MULTI-AGENT DATA MINING SYSTEMS 
A. Meta Learning In Multi-Agent Systems – Pikater 

    Pikater is a multi-agent system that makes use of meta- 
learning to perform a data mining task. The Pikater system 
enables a user to gain knowledge from a never-before-seen 
dataset by suggesting the best possible data mining method 
for mining this new dataset, obtained by meta learning over 
the previously obtained task results. The system stores data 
as well as metadata, which sometimes needs to be explicitly 
specified by the user with the task to be performed. This 
metadata consists includes the number of attributes in the 
datasets, number of records in the datasets, data type of the 
attributes and the missing values. Based on the data and 
metadata, the closest dataset to the dataset provided by the 
user is determined and the method used to mine that dataset 
is selected. The Pikater multi-agent system is being 
developed using JADE framework. 
 
    The system consists of four layers - user interface layer, 
computational layer, data layer and administrative layer 
(see Fig. 2). The task to be performed is defined by the user 
in a human understandable language to the UI layer. This 
layer is managed by the UI agents, which translates the task 
defined in a human understandable language into ontologies, 
and communicates it to the system. The computational layer 
consists of the data mining methods and is managed by the 
computing agent. The reader agents, used to read data from 
files and data manager service, used to access data stored in 
the database, make up the data layer. The agent and agent 
option managers control the administrative layer, which 
controls the entire problem solving process. The agent 
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manager acts as a link between the interface layer and 
computational layer, chooses the best method from the 
existing mining methods as well as collects the results and 
provides statistical information. 

 
Fig. 2  Four layer abstract architecture and the agents that constitute that 

layer 

 
    Apart from providing a convenient, user-friendly and 
reusable system for data mining, the system suggests a data 
mining method for datasets that have not been encountered 
before. The use of multi-agent technology provides 
extensibility by allowing addition of new components to the 
existing system by use of structured ontology language and 
the international standards of agent’s communication [9].  

B. Using Multi-Agents Systems In Distributed Data Mining  
(MADM) 

    The Multi Agent Based Distributed Data Mining is the 
integration of multi-agent systems and distributed data 
mining wherein the concept of cooperative agents is used in 
data mining to overcome the challenges faced in a 
distributed environment like limited bandwidth, sensitivity 
of confidential data, limited distributed computing 
resources and complexity concerning multiple large 
systems generating huge amounts of data. The use of multi 
agent systems in distributed data mining allows dynamic 
selection of sources and data collection as well as provides 
scalability, security, reliability, interactivity, autonomy of 
the data mining process. In the MADM approach (see Fig. 
3), KQML or FIPA-ALC is used as standard agent 
communication languages to assist interaction between the 
agents.  
 

 
Fig. 3 The MADM approach 

    The commonly used agents in the MADM approach (see 
Fig. 3) include: 

1) Interface agent: The interface agent is responsible 
for communication with the user, which includes 
accepting the task to be performed as input and 
providing the results as output. It is responsible for 
inter-agent communication. 

2) Agent manager: On receiving a request from the 
interface agent, the agent manager forms a plan to 
complete the request. The agent manager is 
responsible for the completion of the user request, 
which it attains by assigning the work to different 
agents. The results are communicated to the 
interface agent. It is responsible for synchronization 
of the agents. 

3) Data agent: The main function of the data agent is to 
supply data from multiple sources to the mining 
agent. The data agent maintains the metadata 
information of all the data sources.  

4) Mining agent: The mining agent implements the 
mining algorithm. The mining agent initiates the 
mining technique based on the information provided 
by the knowledge module, such as the appropriate 
type of method for the problem at hand, the 
requirements of the method, form of input data, etc. 

5) Result agent: The result agent receives the data 
mining result from the mining agent. The result 
agent is responsible for the presentation and visual 
representation of the knowledge with the help of the 
visualization primitives and report templates it 
maintains. 

6) Broker agent: The broker agent contains the names, 
ontology and capabilities of all the agents registered 
with it. On receiving a request, the broker agent 
provides the corresponding names of the agents in 
order to fulfil the request. 

7) Query agent: A query agent is created for each user 
request. The query agent uses the knowledge module 
schemas to generate queries in order to complete a 
user request.  

    Other agents used include an ontology agent for 
maintaining the ontologies, mobile agent for processing the 
data at each node and sending back the results to main host, 
pre-processing agent for performing data pre-processing 
tasks such as data leaning and post data mining agent to 
evaluate the time, accuracy, speed of the data mining agents 
[2].  

C. Multi Agents based Data Mining for Intelligent Decision 
Support Systems (DMMAS) 

    DMMAS is a data mining multi-agent system that 
follows a real time agent mining approach to mine large 
datasets in a distributed environment. DMMAS uses JADE 
for the agent platform, WEKA as the data mining engine 
and MySQL as a database technology to store the data. The 
code for DMMAS is written in Net Bean IDE. In this 
approach (as in Fig. 4), a typical dataset is divided into N 
rows. The number of rows is the further divided into I 
segments. The number of segments can be anything 
between 1 to N (I = N/q where q = 1 to N). Each segment is 
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assigned an agent, which operates on that segment only to 
generate its own rules.  

 
Fig. 4  The DMMAS Approach 

    This approach was tested using the US Census Adult 
Dataset, a well-known benchmark data from the University 
of California, Irvine machine learning repository. The 
dataset was partitioned into two parts as a training set and 
testing set. In Batch Mining Approach, the training set 
contained 66.6% of the dataset while testing set contained 
the remaining 33.3%. In the DMMAS approach, the 
training set was further partitioned and each partition was 
assigned to an agent for learning and producing a decision 
tree classifier. The learning algorithm used was Quinlan’s 
C4.5 extension 8. The obtained rules depict the agent’s 
knowledge. Similarly, the testing set is partitioned and each 
partition is assigned to an agent wherein it tests the 
classifier using the same classifier algorithm that was used 
to obtain the rules. 
 
    Observations were made based on the time, performance 
and accuracy showed that as the number of agents increased 
the testing and training time decreased. The accuracy 
improved up to a certain point after which there was no 
significant increment by addition of more agents. The 
processing speed was higher as compared to batch mining, 
however there was a marginal loss of accuracy. It was 
concluded that for large data sets, the advantage of 
improved efficiency overshadows any negative effect as a 
result of loss of accuracy, with the accuracy improving, as 
more and more data is available [10].  

D. Performance Optimization of Data Mining Applications 
Using a Multi-layered Multi-agent Data Mining 
Architecture 

    In this system, a feedback from the user is used to 
optimise the performance of data mining. The general 
architecture of this system describes a five-layered 
approach (see Fig. 5) to achieve this goal. The five layers 
are: 

 Problem solving ontology layer  
 Optimization layer 
 Intelligent technology layer 
 Reactive agent layer 
 Distribution and coordination layer 

 
Fig. 5 Multi-layer data mining architecture 

 
    The first layer i.e. the problem solving ontology layer 
conceptualises any particular problem to be solved during 
any of the phases like pre-processing, decomposition, 
control decision, post-processing. The optimization layer 
uses the feedback from the user to improve its performance. 
The intelligent technology layer uses agents for knowledge 
extraction from given data. The reactive layer provides 
response to the stimuli of the agent environment. The 
agents in this layer need not have learning and its use is 
mainly for real time response requiring environment. The 
distribution and coordination layer speeds up the data 
mining process using parallel or distributed data processing. 
It may also use the coordinate activities of agents in the 
data mining system.  
    As shown in Fig. 6, the performance optimising agent 
optimizes the parameters of the belief base. It is then fed to 
the prediction agent. In the initial stages, the user provides 
the feedback and the negative or positive feedbacks are 
communicated to the performance agent. As the learning 
builds up based on actual use feedback, the performance 
agent will be able to act like human agent and can take over 
the tasks for performance measurement.  The performance 
measurement agent should perform certain tasks to achieve 
the said goal. It needs to identify and quantify user 
feedback. The feedback can be in linguistic non-linguistic 
form. The feedback should also be modelled using a 
historical functional relation between system predictions 
and user acceptance or rejection. A constraint for this could 
be the quality of the feedback since human feedbacks are 
subject to experience, environment etc. Another constraint 
is the search space. If the population of the algorithms is 
more then there is a rapid convergence for the process of 
selection and mutation. Also more population would require 
more computing resources. The post condition of the 
performance agent is that the process converges to a global 
minimum overtime. The performance agent can be 
triggered by the decision phase agent, user invoked 
coordination agent or by the coordination agent 
independently if optimization is the only task to be 
performed for the data mining system. Neural networks are 
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used to predict the actions based on the previous data. It 
encompasses both the machine prediction and user feedback 
to learn the human behaviour. The prediction process would 
soon overtime be comparable to the human user. 
 

 
 

Fig. 6 Optimization of data mining system in prediction 

    The user is a part of the system here since the 
optimization is based on his feedback. The soft computing 
technologies like fuzzy logic, neural networks etc. provide 
approximate solutions to the problems. To optimise this, 
users need to be a part of the system, which is achieved by 
this research. This system can be used for credit card 
approval systems [11].  

E. A Multi-Agent Method for Parallel Mining Based on 
Rough Sets 

    Rough sets are used to reason imprecise or incomplete 
data and to find relationships between them. Rough sets do 
not need preliminary or additional information like statistics, 
probability, etc. Multi agent systems are very useful for 
distributed systems and concurrent engineering. The basic 
properties of the MAS are: 
 

1) Decomposition: Dividing the problems into smaller 
tasks so that they can be addressed in isolation. 

2) Abstraction: Simplifying a model so that it will 
emphasize some properties while hiding some 
others. 

3) Organization: Defining and managing problem-
solving components. We can thus define the agents 
and the relationships between them using algebra in 
Rough rule mining system.  

    The information and the multi agent systems can be 
divided into many sub systems, so a subsystem can be 
represented using a sub agent. The sub-agent encapsulates 
the decision table, mining algorithm and interface of 
communication with others. The multi agent parallel mining 
based on rough rules for various mining tasks uses agent 
properties. Each sub-information system is an intelligent 
agent and every agent uses thorough set mining method. 
We can use the different agent interrelationships and get the 
final decision rules.  

    The data sources for data mining uses the enterprise 
information system S=(U, A, V, F) The strategies used 
mainly are that the information systems can be divided into 
smaller agents, that different data sources at different 
locations are considered to be different agents and that data 
sources which are isomerous can be divided into different 
agents. These strategies help the MAS to decrease the 
computing complexity of the algorithm and strengthen its 
abilities for dealing with the isomerous data sources. It 
improves the parallel data mining degree; the system 
performance time is decreased. 
A dispatching agent, performing agent and synthesizing 
agent are the main components of MAS architecture. 
    The agent model is Ag=(IS, C, R), dispatching agent 
sends tasks to the performing agent based on the 
performing condition C. The dispatching agent gives the 
performance tasks and works on the formula: 
 
<Ag_task>::=<condition_ID><Perform_Ag_ID>{<mining_
ap 
pr_space>} 
 
Where, condition_ID- unique mining condition (matches 
with performing agent), Perform_Ag_ID-unique flag of 
performing agent, mining_appr_space-divided decision 
space and mining algorithm (Rough set theory).  
 

 
Fig. 7 Basic interrelationships among agents 

    Equivalence, inclusion, cooperation and calling 
relationships are the performing agent inter-relationships. 
Synthesizing agent synthesizes the results of performing 
agents (see Fig. 7). Using the similar formulae, final 
decision rules can be extracted. If the rules can’t satisfy the 
decision maker requirements, he can justify the parameters 
and performing condition, then convey it back to the 
dispatching agent until the decision rules are satisfied [12].  

VI. CONCLUSIONS 

This paper thus, gives a brief idea about the concept of 
agents and the multi-agent mining systems. Data mining in 
a distributed heterogeneous environment becomes flexible, 
adaptable, robust and easier with the use of data mining 
agents. Using the multi-agent systems for the data mining 
process we can tackle a large amount of information and 
also increase the speed of dealing with that information. 
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The multi-agent systems can also be optimized for a better 
performance using some of the techniques described in this 
paper, thus further increasing their efficiency. Thus in 
conclusion we state that the concept of agent mining and 
the multi-agent systems have gained a huge momentum in 
the recent years and have a capability of delivering far more. 
More research in this respect can develop the data mining 
systems to a greater extent making them more efficient and 
increasing the accuracy of the mined data. 
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